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[1] The 19th-century agrarian landscape of New Jersey (NJ) and the surrounding region
has been extensively transformed to the present-day land cover by urbanization,
reforestation, and localized areas of deforestation. This study used a mesoscale
atmospheric numerical model to investigate the sensitivity of the warm season climate of
NJ to these land cover changes. Reconstructed 1880s-era and present-day land cover
data sets were used as surface boundary conditions for a set of simulations performed with
the Regional Atmospheric Modeling System (RAMS). Three-member ensembles with
historical and present-day land cover were compared to examine the sensitivity of surface
air and dew point temperatures, rainfall, and the individual components of the surface
energy budget to these land cover changes. Mean temperatures for the present-day
landscape were 0.3–0.6�C warmer than for the historical landscape over a considerable
portion of NJ and the surrounding region, with daily maximum temperatures at least 1.0�C
warmer over some of the highly urbanized locations. Reforested regions, however,
were slightly cooler. Dew point temperatures decreased by 0.3–0.6�C, suggesting drier,
less humid near-surface air for the present-day landscape. Surface warming was generally
associated with repartitioning of net radiation from latent to sensible heat flux, and
conversely for cooling. While urbanization was accompanied by strong surface albedo
decreases and increases in net shortwave radiation, reforestation and potential changes in
forest composition have generally increased albedos and also enhanced landscape
heterogeneity. The increased deciduousness of forests may have further reduced net
downward longwave radiation.
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1. Introduction

[2] Although humans have continually shaped the land-
scape for centuries, it has only been within the past two
decades that land use and land cover change (LULCC) has
been recognized as a key proximate driving force of global
environmental change [Turner, 2001]. With the clearing
of native forests and wetlands, the expansion and shifts of
agriculture, and the rise of urbanization, the human use of the
land has produced a heterogeneous and fragmented global
mosaic of seminatural and man-made surfaces [Ramankutty

and Foley, 1999; Klein Goldewijk, 2001]. The physical
modification of the landscape that accompanies land cover
change, e.g., shifts in surface roughness, albedo, and leaf
area index (LAI), alters the key land surface processes
(radiation, energy, and soil moisture budgets) that modu-
late fluxes of heat and moisture at the surface and
exchanges between the surface and lower atmosphere
[e.g., Segal and Arritt, 1992], thereby influencing the
biogeochemical cycles of water and carbon [Claussen et
al., 2001]. These changes may also affect surface air
temperatures, atmospheric boundary layer properties, con-
vective rainfall, and soil moisture which can influence
surface weather and climate across a range of space and
timescales [Pielke, 2001]. These changes can, in turn, exert
controls on vegetation conditions and ecosystem structure
and function which may lead to feedbacks on fundamental
land surface processes and interactions at the atmosphere-
terrestrial interface [Pielke et al., 1998; Oleson et al.,
2004].
[3] Examples of model-based and observationally based

studies of large-scale alterations of biophysical parameters
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due to LULCC include: warming and rainfall pattern shifts
resulting from deforestation in tropical regions [Dickinson
and Henderson-Sellers, 1988; Claussen et al., 2001;
Chagnon et al., 2004; Chagnon and Bras, 2005]; cooling
due to replacement of presettlement vegetation with agricul-
ture and other modern land cover types (e.g., pastureland)
[Bonan, 1997; Betts, 2001; Zhao et al., 2001; Bounoua et al.,
2002; Matthews et al., 2003; Mahmood et al., 2004]; and
cooling associated with midlatitude reforestation (i.e., the
change from grassland or mixed agriculture to deciduous
forest) [Sellers, 1992; Pitman, 2003; Beltrán, 2005]. Other
regional LULCC studies have investigated: soil moisture
depletion and warming due to overgrazing in the Sonoran
desert [Bryant et al., 1990; Balling, 1988]; changes in local
cloudiness and rainfall due to landscape changes in Germany
[Mölders, 2000]; reductions in summer rainfall, mesoscale
circulation changes, and increased severity of winter freeze
events due to historical LULCC in South Florida [Pielke et
al., 1999; Marshall et al., 2003, 2004a, 2004b]; and the
sensitivity of the lower atmosphere to changes in the frac-
tional vegetation as estimated from the satellite-derived
normalized difference vegetation index (NDVI) [Bounoua
et al., 2000; Zeng et al., 2000], roughness length [Sud et al.,
1988], and LAI [Chase et al., 1996]. Many of these studies
emphasize the importance of designing land surface schemes
that can effectively parameterize subgrid-scale landscape
heterogeneity in global-scale climate models (e.g., as raised
by Avissar and Pielke [1989]). In addition to altering
biophysical properties, LULCC can also influence weather
and climate because of changes in the spatial heterogeneity of
the land cover and corresponding impacts on mesoscale
circulations that affect surface temperatures, clouds, and
rainfall [e.g., Anthes, 1984; Pielke and Avissar, 1990; Pielke
et al., 1991;Cutrim et al., 1995;Lynn et al., 1995;Avissar and
Liu, 1996; Avissar and Schmidt, 1998; Brown and Arnold,
1998; Baidya Roy and Avissar, 2000; Weaver and Avissar,
2001; Baidya Roy et al., 2003a].
[4] Urbanization is an extreme conversion of land cover

within highly populated regions [Taha, 1997; Arnfield,
2003]. Empirical studies have documented how urban
growth during the 20th century has led to observed increases
in the mean and diurnal minimum temperature in developed
areas, and decreases in the diurnal temperature range [Karl et
al., 1988, 1993; Gallo et al., 1996; Gedzelman et al., 2003;
Kalnay and Cai, 2003]. The removal of vegetative cover and
expansion of impervious urban surfaces combine to reduce
evaporative cooling and lead to additional warming. Other
impacts of urbanization can include enhanced rainfall
amounts over and downwind of major cities [Bornstein and
Lin, 2000; Shepherd et al., 2002; Shepherd and Burian,
2003]. Numerical studies [Sailor, 1995; Avissar, 1996; Xiao
et al., 1998] have shown that urban vegetation can have a
moderating influence upon the local metropolitan climate. In
coastal regions, the meteorological impact of a city interacts
with the sea breeze circulations, contributing to the ventila-
tion of elevated urban temperatures [Yoshikado, 1990, 1992;
J. Nielson-Gammon, preprint, 2000]. The interactions of
these climate change impacts on the urban atmosphere are
highly nonlinear and still not well understood [Rosenzweig
and Solecki, 2001; Shepherd, 2005], emphasizing the need
for more research, including into improved land surface

parameterizations in urban climate models [Grimmond and
Oke, 1999; Niyogi et al., 2006].
[5] Although several mesoscale modeling studies have

investigated the potential consequences of LULCC in North
America from the natural vegetation prior to European
settlement to the present-day seminatural land cover [see
Copeland et al., 1996; Pielke et al., 1999; Eastman et al.,
2001; Baidya Roy et al., 2003b; Marshall et al., 2004a,
2004b; Schneider et al., 2004], few modeling studies to date
have examined the potential effects of land use change
within a highly populated, urban region that was once
primarily agricultural and forested in the late 19th century.
The northeastern United States (U.S.) is among those
regions of the world that has witnessed dramatic changes
in land use resulting from extensive agricultural, silvicul-
tural, urban, and industrial development during the last
century. This paper evaluates the sensitivity of weather
and climate to historical changes in land use and land
cover for the entire state of New Jersey (NJ) and
surrounding regions, a heavily urbanized area that has
seen pronounced surface changes. To accomplish this,
we take advantage of a newly developed, high-resolution
data set of 1880s-era land cover reconstructed from
detailed topographical maps. We apply this reconstruction,
along with present-day land cover derived from Landsat
Thematic Mapper (TM) imagery, in simulations of a
summertime drought period using the Regional Atmospheric
Modeling System (RAMS).
[6] The primary objectives of this study are (1) to

document and describe the direction and magnitude of land
cover change over a roughly century-long period (1880s to
1992) for a highly urbanized region that was once
predominantly agricultural and forested and (2) to identify
and quantify the impact and sensitivity of these land cover
changes on surface air and dew point temperatures, rainfall,
surface heat and radiative fluxes, and mesoscale interactions
during an extreme climatological episode (i.e., a prolonged
drought).
[7] This paper is the first in a two-part series that

describes some of the regional weather and climate effects
potentially associated with documented LULCC. We show
how landscape conversions in NJ may have modified
surface climate by altering albedo and other components
of the land surface energy budget. We also identify, within
our region, three land cover change themes (urbanization,
reforestation, and deforestation) to demonstrate how each
theme could have modified surface climate over the mean
diurnal cycle. In a second paper, we examine the effects of
land cover change on the thermodynamics and dynamics of
the boundary layer, including potential changes to clouds
and convection. We also evaluate the effects of increased
landscape heterogeneity on the development of inland
mesoscale circulations and the associated interactions with
the coastal sea breeze front.
[8] Section 2 describes the reconstruction of historical

and present-day land cover data sets for NJ and its
surrounding states and discusses the RAMS model config-
uration. Section 3 presents the results, including a
comparison of documented land cover changes between
the 19th and 20th centuries for this region, and evaluates
the sensitivity of regional weather and climate to these
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historical land cover changes. Section 4 provides a
summary and conclusions.

2. Methodology and Model Configuration

2.1. Historical Land Cover Reconstruction

[9] The 19th-century land cover data set for NJ used in
this study was reconstructed from a series of topographical
maps that were created under the direction of Dr. George H.
Cook, a renowned state geologist and educator. As the first
director of the New Jersey Agricultural College Experiment
Station in 1880, Dr. Cook, along with his colleagues,
created a detailed topographical atlas of the entire
state, thereby documenting the distribution of wetlands,
forests, and other land cover types that described a relatively
rural landscape in the circa 1880 time period [Vermeule,
1889]. New Jersey thus became the first state in the nation
to have its official geological survey completed with the
mapping of 19th-century land cover information [Sidar,
1976] on a scale of one inch to one statute mile, or
1:63,360 [Letts, 1905]. This topographical atlas was mapped
to a rectangular polyconic projection, which was a projection
derived and used by the U.S. Coast and Geodetic Survey in
the latter half of the 19th century [Schott, 1882]. Figure 1
shows a representative portion of the map series (hereafter
referred to as the Cook map series) which was mapped at
a sufficiently detailed spatial resolution to conduct our
historical land cover change analysis.

[10] We interpreted and manually digitized the informa-
tion contained in the Cook map series to create a high-
resolution, gridded land cover database of the state’s
vegetation, wetlands, surface water, and built-up areas
during the 1880s era. For all 17 maps in the series, we
manually estimated and aggregated the fractional percen-
tages of 14 seminatural land cover types depicted on the
maps, in increments of 10%, within 2.0-arcminute latitude-
longitude grid cells [Wichansky et al., 2006]. This trans-
lated the state into a gridded domain of 51 � 74 cells; for
the mean latitude of NJ (40�N), the approximate zonal
(west-east) and meridional (north-south) cell widths were
3.71 km and 2.84 km, respectively. Estimating the frac-
tional areas of land cover in increments finer than 10%
was not feasible. Table 1 lists these 14 land cover types.
Appendix A1 describes in more detail the procedures we
used to identify these and other historical land cover types
on the Cook map series (e.g., urban areas, agricultural
land), as well as estimate their corresponding fractional
areal percentages within each grid cell.
[11] As will be discussed below in section 2.4, the

boundaries of our model simulation domain encompass
not only NJ, but also parts of adjacent states or regions
that include Pennsylvania (PA), New York (NY)/Long
Island (LI), Delaware (DE), and Connecticut (CT). We
created a historical land cover data set for this broader
region using county-level data from the 1880 U.S. Census,
which represents the best existing regional land cover

Figure 1. A sample portion of the Cook map series, showing the land cover of the Atlantic County
area of NJ as it appeared in the late 19th century. The city of Egg Harbor is near the top of the image.
Note the mixed forest to the south of Egg Harbor City, while the forested wetlands are represented by
finely spaced horizontal lines that imply saturated soil conditions.
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information available to reconstruct the historical land-
scape for these states adjacent to NJ. The county-level
census data include observed estimates on the total acreage
of improved and unimproved farmland in each county
where improved farmland was further delineated as either
tilled land or meadow-pastureland, while unimproved
farmland corresponds to forests and woodlots [U.S. Bureau
of the Census, 1960; Waisanen and Bliss, 2002]. The
fractional areal percentages derived from these acreage
estimates for the surrounding states were then binned into
four broad land cover categories: mixed agriculture, de-
ciduous forest, pastureland, and an ‘‘other’’ category for
nonfarmland types such as towns or, in some cases,
seminatural vegetation types. Appendix A2 describes the
data adjustments that were required to ensure that our
census-based reconstruction was reasonably consistent
with known historical land use.
[12] Once we gridded these county-wide averages of

interpreted land cover to the same 2.0-arcminute mesh as
that of the Cook map series, and then merged it with the NJ
land cover data, we were able to reconstruct a continuous
1880s-era land cover data set for the entire region.

2.2. Present-Day Land Cover

[13] Our present-day land cover data set was adapted from
the U.S. Geological Survey (USGS) 1992 National Land
Cover Data set (NLCD) [Vogelmann et al., 2001]. On the
basis of Landsat TM data from 1992 and 1993, this 30-m
resolution data set was designed for use in environmental,
land management, and regional modeling applications. Its
land cover classification consists of 21 hierarchical classes in
a modified Anderson Level II scheme [Anderson et al.,
1976]. For this study, we first aggregated the 30-m NLCD
to a 1-km grid according to the dominant land cover class,
and further aggregated the resulting data to a 2.0-arcminute
grid. This aggregation technique is similar to that described
by Steyaert and Pielke [2002].
[14] Because the land cover categories defined by the

Cook map series (and in the 1880 census data) differ from
those of the NLCD Anderson II classification, we recon-
ciled the historical and present-day data sets and remapped
each to a common, simplified set of eight land cover classes.
These simplified classes are (1) combined agricultural and
pastureland, (2) deciduous broadleaf forest, (3) mixed
deciduous and evergreen forest, (4) evergreen needleleaf
forest, (5) marshes and other treeless wetlands, (6) forested
wetlands, (7) urban areas, and (8) surface water. Each of
these eight categories represent (with minor modifications)
a standard land cover type (or mixture of two types) in the
RAMS land-surface scheme, described in section 2.3. We
carried out this reconciliation and remapping to avoid
introducing any spurious land cover changes into our

surface data sets, preventing us from potentially classifying
the same land cover into two different categories. This
strategy helped us isolate, within our region, the actual land
use changes from the late 19th century to the late 20th
century.
[15] Because water can be an important land cover class

at the regional scale, we made assumptions about the
relative distributions of lakes and other inland surface water
bodies between the various data sets. The census does not
have a land cover category to represent inland water, so we
overlaid all lakes, rivers, and inland water that were present
in the NLCD (using the final 2.0-arcminute grid resolution)
onto the census data for those states that surrounded NJ.
This adjustment made the 1880 census and NLCD inland
water distributions virtually identical, ensuring that inland
water bodies did not abruptly shift their locations between
these two time slices of the same region. Therefore, outside
NJ, there is no change in the distribution of inland surface
water from the 1880s to the 1990s in our reconstruction.
Within historical NJ, however, we used the inland water
data from the Cook map series.
[16] One of the key characteristics of the Cook map series

data is the rough correspondence on the level of detail
between the 1880s-era topographical maps and the aggre-
gated 1-km present-day land cover that was derived from
satellite data analysis. The relatively fine spatial details of
these data sets for NJ make interpretation of probable shifts
in land cover features much easier. For those areas outside
NJ, however, some of the differences between our historical
and present-day reconstructions (e.g., in the degree of
fragmentation of the landscape) are likely artifacts due to
differences in effective resolution between the 1-km NLCD
data and the county-level census data. The interpretation of
observed land cover changes within the broader region
should also consider these differences in mapping scales.

2.3. RAMS Model Description

[17] The simulations presented in this study were per-
formed using the three-dimensional atmospheric RAMS
model, version 4.3, in its nonhydrostatic mode [Walko and
Tremback, 2000; Cotton et al., 2003]. Our model included
parameterizations for subgrid-scale transport [Mellor and
Yamada, 1982], convection [Kain and Fritsch, 1992],
microphysics [Walko et al., 1995], and radiative transfer
[Harrington, 1997]. RAMS was coupled to the Land
Ecosystem-Atmosphere Feedback Model, version two
(LEAF-2) [Walko et al., 2000], a module that estimates
vertical energy and water exchange between the soil,
vegetation, and overlying atmosphere for multiple patches
of land cover within a single grid cell. LEAF-2 assimilates
land cover data sets to define the surface-atmosphere
boundary. Land surface parameters (LSPs), including sur-
face albedo, leaf area index, fractional vegetative cover,
roughness length, and displacement height, can be pre-
scribed according to land cover type and time of year.
The values assigned to these LSPs generally correspond
to those of the standard Biosphere-Atmosphere Transfer
Scheme (BATS) vegetation categories [Dickinson et al.,
1993].
[18] To simulate the effects of 19th- versus 20th-century

land cover in RAMS, we initialized LEAF-2 with our
historical and present-day data sets, as mapped to the eight

Table 1. The 1880s-Era Land Cover Types Identified on the Cook

Map Series

Forest Type
Nonforested
Wetlands

Forested
Wetlands

Other Surface
Types

deciduous forest,
pine forest,
mixed forest

cranberry bogs,
freshwater marsh,
tidewater marsh,
moist swamp, peat

pine swamp,
cedar swamp

pasture land,
short grass,
beach, water
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categories described above in section 2.2. Table 2 provides a
cross reference that matches each of the Cook-Census
reconstructed and NLCD classes with the corresponding
LEAF-2 categories. Because the coverage of some NLCD
classes, including bare rock and sand, were not explicitly
mapped during the late 19th century, we reclassified them in
our model as agricultural and pastureland.
[19] We made two modifications to the standard LSPs in

LEAF-2 to more realistically reflect the surface character-
istics of seminatural land cover types in the region. These
changes include modifying the displacement height of trees
in our mixed forest class, and also specifying the vegetation
and soil moisture properties that characterize the forested
and nonforested wetlands that are prevalent in NJ. Refer to
Appendix B for a more detailed description of these
modifications.

2.4. RAMS Model Configuration

[20] The simulation domain was centered over NJ at
40.1�N and 74.6�W. We configured RAMS with three
nested grids (Figure 2): grid 1, 1600 km � 1800 km with
32-km horizontal grid spacing, covering much of eastern
North America and adjacent ocean (50 � 56 points); an
intermediate grid 2, 560 km � 624 km with 8-km spacing
(70 � 78 points); and grid 3, 284 km � 284 km with 2-km
spacing, covering NJ and portions of its surrounding states
(142 � 142 points). This nested grid configuration allows us
to downscale the time-varying large-scale (synoptic) forcing
into appropriate lateral boundary conditions for the fine-grid
domain, on which we can more faithfully capture the details
of the small-scale atmospheric dynamics (e.g., sea breezes
and inland mesoscale circulations) that respond most
closely to the surface forcing. We used a 60-s time step on
grid 1 with progressively shorter time step intervals on the
two inner grids. Each grid used the same, stretched vertical
coordinate (38 levels), ranging from Dz = 50 m at the
surface toDz = 1500 m at and above 14 km to the model top
at 22 km. We also defined 11 soil layers down to a depth of
2.5 m, with soil layer thicknesses, descending from the
surface, of 5, 5, 10, 10, 10, 20, 20, 20, 50, 50, and 50 cm.
Convection was parameterized using the Kain and Fritsch

[1992] scheme on the two outermost grids, but not on the
innermost. Thus, convective-scale dynamic processes were
modeled explicitly, to the extent possible, on the finest grid
(grid 3). While schemes such as Kain-Fritsch have been
designed to operate at coarser grid scales than the 8 km of
grid 2, the model dynamics alone cannot resolve convection
at this grid scale, and so employing a cumulus scheme on
grid 2 is the best choice currently available. Note that there is
no double counting of precipitation in RAMS when both
cumulus parameterization and bulk microphysics are oper-
ating, so this is not an issue when using the Kain-Fritsch
scheme on grid 2.
[21] We carried out two sets of RAMS simulations:

one with 1880s-era land cover for NJ and its immediate

Table 2. Historical and Present-Day Land Cover Classes and Their Reclassification to a LEAF-2 Category in RAMSa

Historical Land Cover Classes NLCD Present-Day Land Cover Classes LEAF-2 Land Cover Class

Agriculture, pastureland, beach mixed crop, pastureland, shrubs, grassland,
bare rock, sand, other grains

agricultural and pastureland

Deciduous forest deciduous broadleaf forest, orchards deciduous broadleaf forest
Mixed forest mixed forest mixed forest with LEAF-2 displacement

heights reduced by 5.0 m
Evergreen forest evergreen needleleaf forest evergreen needleleaf forest
Cranberry bogs, tide and freshwater

marshes, peat, moist swamps
nonforested wetlands nonforested wetlands, initialized with

fully saturated soil below a 10-cm depth,
with 85% and 88% saturation for the two
topsoil layers above 10 cm

Pine swamp, cedar swamp forested wetlands 50% deciduous shrub and 50% modified
mixed forest, initialized with fully
saturated soil below a 10-cm depth, with
85% and 88% saturation for the two
topsoil layers above 10 cm

Urban residential/commercial/industrial area urban
Water water water

aThe historical and present-day land cover classes, as noted in the first two columns, were reclassified to one of the eight LEAF-2 classes that represented
a common set of land cover categories applied to both data sets.

Figure 2. Geographical configuration of the parent grid
(grid 1), and the two embedded grids, used in the RAMS
ensemble runs with simulated historical and present-day
land cover. The contours represent the elevation of the
model surface, in m, above mean sea level. The numbers in
parentheses indicate the number of horizontal grid cells
within the respective domain.
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surroundings and one with present-day land cover. To
isolate the atmospheric response to land cover changes in
the region, both sets of model simulations were initialized
using identical large-scale atmospheric boundary conditions
(described below) with the only difference being the land
cover as specified in LEAF-2. We assigned the historical
and present-day land cover to grid 3 only, so this grid also
represented the full spatial extent of our 1880 census data.
For all runs, the NLCD-based land cover was used on grids
1 and 2. In this way, we attempt to isolate the sensitivity of
our simulations to land cover changes within and adjacent to
NJ. Ideally, we would have preferred to use the census
data as the surface boundary on grid 2 in the historical
simulations, but given the coarse 40 km effective spatial
resolution and limited thematic detail of the reconstructed
census land cover, our primary consideration was to take
maximum advantage of the unique high-resolution 2-km
1880 land cover data for NJ.
[22] On all grids, we allowed a maximum of six surface

types per grid cell (including water) to represent subgrid-
scale land cover detail in LEAF-2. The use of this 2-km grid
cell size (and its subgrid-scale patches) for our finest grid
distinguishes this study relative to other LULCC studies that
employ coarser-resolution models. In addition, we also
specified a soil type of silt clay loam everywhere.
[23] Initial atmospheric conditions for both sets of simu-

lations were specified using 6-hourly, 2.5� longitude � 2.5�
latitude National Center for Environmental Prediction
(NCEP)/National Center for Atmospheric Research
(NCAR) reanalysis data [Kalnay et al., 1996]. The first
reanalysis data time was used for initializing the entire
domain, and subsequent data times were then used for
specifying the lateral boundary conditions for the parent
grid (grid 1). For each simulation, RAMS was run for
2 months, June–July 1999. This time period coincided with
an intense regional drought in the northeastern U.S., with
record or near-record high temperatures and heat wave
impacts at many locations during July. New Jersey experi-
enced the second driest 4-month period (April to July 1999)
in the state’s 105-year historical record [Morehart et al.,
1999]. Rainfall deficits were severe enough that, by mid-
August, the U.S. Department of Agriculture declared nine
states, including NJ, NY, and PA, as agricultural drought
disaster areas [Heim, 1999]. The choice of this time period
allows us to examine the sensitivity of the regional climate
system to land surface properties under extreme conditions
and to explore ways in which changes to the landscape over
a period of time might affect the severity of prolonged
seasonal droughts. In a broader context, the use of 1999
NCEP reanalysis data over historical land cover allows
RAMS to simulate what the climate of the summer of
1999 would have looked like if the land surface resembled
that of the 1880s rather than the present-day.

2.5. Land Surface Initialization and Experimental
Design

[24] Since we did not alter the LSPs of our land cover
data sets to reflect the persistent drought conditions of
June–July 1999, we initialized the land surface state of
our model, and its soil moisture, using a spin-up. The month
of June was used as our spin-up period and the month of
July as our analysis period. We accomplished this spin-up

by running RAMS for one full month (1200 UTC 1 June to
1200 UTC 1 July) using grids 1 and 2 only, forcing RAMS
more strongly with the reanalysis boundary conditions (i.e.,
by using stronger nudging) to ensure that the soil spin-up
would be as consistent as possible with the actual atmo-
spheric conditions leading up to the start of our analysis
period. For soil moisture at the start of the spin-up period,
1 June, we used a horizontally homogeneous but vertically
varying profile on both grids, with 50% saturation at the
surface to 70% in the deepest soil layer. This profile is
loosely based upon observed soil moisture estimates for NJ
and the immediate region during the first week of June 1999
[U.S. Department of Agriculture, 1999]. We disaggregated
the 1200 UTC 1 July soil temperature and soil moisture
values resulting from the spin-up at each horizontal cell
and vertical layer from grid 2, horizontally smoothed
these disaggregated fields, and applied them as initial
conditions to grid 3 for all sets of simulations (historical
and present-day).
[25] Our spin-up strategy is very similar to the approach

used successfully by Weaver [2004a, 2004b]. This approach
allows for the development of more realistic, heterogeneous,
fine-scale soil moisture and soil temperature features by the
start of the analysis period that are consistent with the land
and atmospheric components of the particular model used
(in our case, RAMS). The spin-up was designed carefully to
ensure a good match of the July simulations with observa-
tions, particularly critical since July 1999 was an anomalous
drought period. Therefore, we performed a number of test
runs where we varied the soil moisture at the start of the
spin-up from these initial 50/70% values and compared
modeled and observed trends in near-surface air temperature
and dew point into the first few days in July, eventually
settling on these values as providing the best overall
agreement. We also tested the impact of a longer spin-up
on our results and found little systematic difference between
a 1-month and 2-month (May–June) spin-up period.
[26] A key feature of our experimental design is the use of

ensembles of simulations for both the historical and present-
day land covers. This was designed to allow us to average
over the effects of internal atmospheric variability and
increase the robustness of our findings. Because the simu-
lations were so computationally expensive, we were limited
to only three members for each ensemble. We performed a
set of three simulations using our reconstructed 1880s-era
land cover data and a separate set of three simulations using
the NLCD-derived land cover data for the same region. The
three simulations for a given land cover data set were each
initialized using slightly different model atmospheres that
reflected 29 June, 1 July, and 3 July initial conditions. Each
simulation is thus started at a different initial time with all
three of the simulations overlapping. Specifically, after each
spin-up ended (i.e., at 1200 UTC on 29 June, 1 July, and
3 July, respectively), we added the third grid with its
specified land cover data set, initialized the land surface
state on grid 3 according to the above spin-up procedure,
and restarted the simulation, running the model until 0400
UTC 1 August. To obtain ensemble means, we averaged the
three simulations over the same model times on grid 3.
Arritt et al. [2004] discuss this lagged average ensemble
method (with lags between ensemble members on the order
of a day or so) as an accepted technique for generating
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ensembles over monthly to seasonal timescales in nested
regional climate simulations. As described above, all six
model runs used the same spun-up 1 July soil moisture and
soil temperature, allowing us to isolate the atmospheric
response to its land cover specification.
[27] Since the analysis period of the 29 June ensemble

member was 96 h longer than that of the 3 July ensemble
member, because of a shorter spin-up, we distributed the
ensemble member weights equally by examining only the
period where all three simulations for each ensemble fully
overlap in time, from 1200 UTC 3 July to 0400 UTC
1 August. Throughout the rest of the paper, we present our
results as the monthly mean difference, on grid 3, between
the present-day and historical ensembles at each grid cell (or
a composite of grid cells) during this time period.

3. Results

3.1. Documented Land Cover Changes

[28] Significant differences between the 1880s-era and
present-day landscapes are apparent from the reconstruction
data sets, and these differences agree reasonably well with
our understanding of the historical transformation of land
cover that has occurred within and around NJ during the last
century. This includes an extensive regional expansion of
impervious surfaces resulting from dramatic urban and
suburban growth, a progressive and accompanying loss of
agricultural land, both decreases and increases in forest
cover (depending on location), and isolated changes in the
coverage and extent of wetlands. The result today is a
significantly more heterogeneous and fragmented land-
scape. We summarize these changes in Figure 3.
[29] In the 1880s, central and northern NJ, along with

adjacent eastern PA and southern NY, was an area of
extensive agricultural land. In the lowlands of eastern PA,
for example, mixed agriculture was by far the dominant
land cover type during this period [U.S. Bureau of the
Census, 1960]. Over the ensuing century, however, much
of the agricultural land in these regions was lost (Figure 3a),
either abandoned and reverted to forest, or developed to
create the modern urban and exurban sprawl. Given the
intensity of mixed agriculture that once characterized areas
like southeastern PA, and the minimal forest cover as
described in the 1880 U.S. Census, we believe that the
relative lack of spatial heterogeneity of the late 19th-century
agrarian landscape in this region is likely real and that it also
contrasts realistically with the significantly enhanced het-
erogeneity evident in our present-day land cover data set,
due to these land use processes.
[30] Agriculture was the predominant land cover type in

19th-century NJ. Of all states, NJ was, at that time, first in
farm income per acre; the state’s economy was historically
based upon agricultural exports such as peaches and toma-
toes, but began to witness an early 20th-century shift to
professionally managed industrial and commercial enter-
prises [Cunningham, 1981]. The geographic location of
NJ between the major markets of New York City and
Philadelphia helped to foster urban and suburban growth
at the expense of agricultural land resources. As a result,
the total acreage of NJ farmland sharply declined from
2.9 million acres in 1880 to 848,000 acres by 1992, a
decrease of about 70% [Schmidt, 1973; U.S. Department

of Agriculture, 1992]. The higher land values in close
proximity to these major metropolitan areas also meant that
agricultural production per unit land area could not effec-
tively compete against the profitability of potential suburban
land uses such as residential developments or industrial
complexes [Stansfield, 1998]. Other factors have also been
involved. For example, mechanization and advances in plant
science have dramatically increased the efficiency of the
remaining farms, providing a significant economic advan-
tage to farmers [Hart, 1991]. Intensive farming practices that
raised agricultural productivity have, unfortunately, also
accelerated soil erosion and general land degradation [see
Boardman and Favis-Mortlock, 2001]. All these factors,
including the higher taxes placed upon farmland, techno-
logical advances, and shifting socioeconomic drivers,
have continued to play a role in transforming NJ’s
19th-century agrarian landscape [Agthe, 1964].
[31] Apart from this general decrease, some increases in

agricultural land use have occurred, notably within the inner
coastal plain of southern NJ. Over time, truck farming
became a significant boon for the state, as the growing
20th-century transportation network opened up large indus-
trial and consumer markets for NJ farmers. The increasing
demand for locally grown produce such as blueberries and
spinach made it necessary to form cooperative produce
auctions [Fabian and Burns, 1966] where fruits and vege-
tables could be priced competitively and exported to urban
markets via railroad and trucks.
[32] The land cover change since the 1880s-era in NJ and

the surrounding region is also characterized by patterns of
reforestation and deforestation (Figure 3b). Extensive forest
regrowth occurred in the northern highlands of NJ and
eastern PA following farmland abandonment. In contrast,
forest regrowth and deforestation patterns are more local-
ized and heterogeneous in the lowland areas of NJ (see
Figure 3b). In addition to farmland abandonment, the
present-day forest regrowth also regenerated on burned over
lands that resulted from extensive wildfires during the early
1900s prior to fire suppression programs [Little, 1979].
Deciduous broadleaf trees are dominant in the present-day
NJ forest in terms of total area [Vogelmann et al., 2001] and
total tree volume [Widmann, 2002]. Comparison of our
reconstructed forest cover data for 1880 and the present-
day forest cover based on the NLCD classification further
suggests increased deciduousness of the forest. For exam-
ple, red maple has become a common tree in NJ [Alderman
et al., 2005]. In addition, landscape fragmentation has
probably contributed to increased deciduousness within
the present-day land cover due to grasses, shrub, and small
deciduous broadleaf tree regeneration following distur-
bance. The patterns of deforestation, however, are typically
associated with residential and urban development such as
in northeastern and central NJ (e.g., Ocean County) and
near the Atlantic City metro area in the southeastern part of
the state (e.g., Atlantic County).
[33] The rapid expansion of urbanization since the late

19th century is strikingly illustrated in Figure 3c. This
growth has centered around, and extended outward from,
the densely populated cities of Philadelphia and New York,
consuming both agricultural and forested lands, as dis-
cussed above. Expansive metropolitan areas of residential
and commercial suburbs now almost completely cover
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several counties in NJ [Lathrop and Hasse, 2006] and its
bordering states. Figure 3c also implies an extensive re-
gional expansion of dry impervious surfaces.
[34] Finally, Figure 3d shows the patterns of wetlands

change on the basis of differences between the reconstructed
1880 and the present-day land cover data sets. Because
there is much uncertainty in these patterns due to the
difficulties in the characterization and inventory of wetlands
under any circumstances, these results are supplemented by
historical studies. For example, the tidal and freshwater
wetlands that originally covered parts of northeastern NJ
have been radically altered by various land reclamation

projects, with approximately 108 km2 of wetlands, as
calculated by Vermeule [1897] in an 1896 USGS survey,
reduced to 33 km2 by the late 20th century [Marshall,
2004]. Many of these conversions of wetlands to drylands
suitable for agricultural, commercial, and industrial uses
occurred prior to shifts in public attitudes toward environ-
mental conservation in the 1960s and 1970s, and the
subsequent state and federal legislation. For example, with-
in southern coastal NJ, the wetlands patterns for the 19th
and 20th centuries are quite similar, primarily as a result of
legislation such as the New Jersey Coastal Wetlands Act of
1970. However, the implied wetland increases in DE are an

Figure 3. Differences in fractional land cover (present-day fraction of total area minus historical
fraction of total area), for grid 3, in (a) agricultural and pastureland, (b) total forested area, (c) urban
regions, and (d) nonforested and forested wetlands. The contour interval represents the fractional changes
in the respective land cover type.
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artifact because the 1880 census data did not include a
wetlands category. In addition to difficulties and accuracy
issues associated with the mapping of small, highly local-
ized wetland areas, the differences in grid resolution and
map projections between the Cook map series and NLCD,
combined with the manual digitization procedure we used to
reconstruct the historical land cover for the state, probably
introduced some biases into the observed changes compared
to those for the other land cover types. Together, these can
yield additional spatial uncertainties in our documented
wetlands change within NJ.
[35] The land cover changes shown in Figures 3a–3d

are accompanied by a remarkable transition from a
relatively homogeneous 19th-century land surface to one
that has become heterogeneous and fragmented. Specifi-
cally, the present-day landscape of N.J. is characterized by
a heterogeneous mosaic of deciduous, mixed, and ever-
green forests interspersed among fields, farms, wetlands,
towns, adjacent suburbs, and large urban areas. In coastal
and south-central NJ, for example, there is probably an
increased deciduousness in the land cover due to changes
in forest composition, regenerating vegetation associated
with disturbance, isolated patches of increased agricultural
and pastureland, and forested wetlands change. The com-
bination of these seminatural vegetation patterns have
increasingly fragmented the late 19th-century land surface,
and together with some urban development and encroach-
ment onto formerly agricultural or forested land, have
significantly enhanced its spatial heterogeneity. These
changes can have important effects on the land surface
energy budget.
[36] Figure 4 summarizes the principal trends illustrated

in Figure 3 with three main themes that reflect the 19th
to 20th century shift in NJ and environs from a region
dominated by agriculture to a heterogeneous mosaic of
cities and suburbs, forests, fields, and farms: urbanization
(Figure 4a), reforestation (Figure 4b), and localized
deforestation patches (Figure 4c). Here we show only
those grid cells where the dominant land cover shifted
from one type to another between the historical and
present-day reconstructions. For example, Figure 4a
shows those cells for which forest and agriculture had
at least 50% fractional coverage in the historical recon-
struction but more than 50% urban fractional coverage in
the present-day reconstruction. Similarly, Figure 4b shows
those grid cells that converted from dominant agriculture
to dominant forest, and Figure 4c shows a localized
conversion from forest to any nonforest land cover type.
We return to these three themes later in the paper as a
way to highlight general ideas about the impact of
different land conversions on interactions between the
land surface and the atmosphere, specifically by compos-
iting various climatological variables over these different
sets of grid cells. According to these themes, 17% of all
land surfaces in the region have been affected by urban-
ization, 22% by reforestation, and 8% by deforestation.
Note that we have used a threshold of 50% (applied to
both the historical and present-day data sets) to identify
grid cells with one of these conversions, which we
consider to be somewhat arbitrary, as different criteria
would include or exclude different percentages. Applying

Figure 4. The respective grid cells, shown shaded in blue,
which have experienced a change in dominant land cover
between the historical and present-day data sets. For these
grid cells, the dominant land cover changes have resulted
from (a) urbanization, (b) reforestation, and (c) deforesta-
tion. See text for a more precise description of these
definitions.
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different threshold values, however, would not qualita-
tively affect our conclusions.

3.2. Model Evaluation

[37] We evaluated our model by comparing temperatures
and dew points, as simulated in the present-day ensemble of
RAMS runs (hereafter referred to as the control run ensem-
ble), with observations from 15 surface weather stations
within the region. These stations, as shown in Figure 5a, are
located within grid cells that have a variety of present-day
land cover types (Figure 5b). Some of these locations have a
large fraction of urban cover, while other locations are
characterized by patches of forested land, surface water,
or other vegetation types with varying fractional coverage.
[38] Mean observed and model-simulated air and dew

point temperatures for July 1999, listed in Table 3 for each
station, indicate that observed temperatures (both air and dew
points) are generally warmer than those of the control run
ensemble. Over all 15 stations, observed surface air and dew
point temperatures averaged 1.5�C and 1.8�C higher, respec-
tively, than those of the control run ensemble, implying that
our model underestimates air and dew point temperatures.
[39] At least for temperature, the majority of this cool

model bias comes from the grid cells containing three stations

located closest to the coastline (ACY, NYC, and LGA). The
model temperatures at these stations averaged 4.8�C cooler
than observed values. It is likely that systematic errors arising
from the use of monthly mean sea surface temperatures, and/
or the fact that these grid cells in RAMS contained fractional
amounts of ocean as well as land, contributed to these larger
biases. We have thus removed these coastal stations from the
regionally averaged time series, described below.
[40] The time series of observed and model-simulated air

temperatures and dew points, averaged over the remaining
twelve ‘‘inland’’ stations and shown in Figure 6, suggests
that the control run ensemble captures reasonably well the
overall day-to-day trends throughout July. The model was
generally able to reach daily maximum and minimum
temperatures during the full simulation period (Figure 6a),
with periods of more pronounced cool bias in minimum
temperatures during the second half of the month (also
visible in the dew points, Figure 6b). The time series of the
mean standard deviations of these variables (over all twelve
stations) for the control run ensemble, also shown in
Figure 6, are rather small, suggesting that the different
model atmospheres are reasonably consistent for tempera-
ture and dew point during the month. Varying the soil type
and the initial soil moisture and temperature (at the start of

Figure 5. (a) The distribution of present-day land cover types for NJ and its surrounding states, derived
from the NLCD data set, and (b) the relative areal percentages of these land cover types for the fifteen
stations identified where hourly temperature and rainfall observations were available for July 1999. The
colors represent the dominant land cover type at the nearest grid 3 cell: forested (green), agricultural and
pastureland (orange), wetlands (light blue), urban (red), and water (dark blue).
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our spin-up period) did not qualitatively improve these
comparisons between model and observations.
[41] Finally, the observed and model-simulated July rain-

fall totals, averaged over the twelve stations, were 13.2 mm
and 13.1 mm, respectively. These are very light monthly
amounts that underscore the severity of the regional drought
and indicate that, in the broadest terms, it was adequately
captured by our model.

3.3. Simulated Differences in Temperatures and
Rainfall With Historical Versus Present-Day Landscapes

[42] Within NJ and its adjacent states, we have described
a significant increase in 20th-century urban land cover (with
a concomitant loss of 19th-century vegetation) that is
reflected in dramatic changes to the landscape’s LSPs,
including surface albedo, net roughness, and fractional
vegetative cover. Vegetated land surfaces have in many
areas been largely replaced by impervious surfaces with
very different physical properties. Combined with the trends
of reforestation and isolated deforestation that have also
occurred in the region, these land cover changes have
created a modified set of surface boundary conditions for
the lower atmosphere, altering the radiative, energy, and soil
moisture budgets that help modulate land-atmosphere
exchanges and thus influencing weather and climate [Giorgi
and Avissar, 1997; Pielke, 2001]. Here we document the
simulated change in surface air and dew point temperatures,
rainfall, and surface heat and radiative fluxes that have
resulted from these land cover changes.
3.3.1. Near-Surface Air Temperatures
[43] Monthly differences in RAMS air temperatures at the

lowest atmospheric level of our model (for the present-day
ensemble minus the historical ensemble, for each grid cell,
hereafter applied to all variables) are shown in Figure 7.
Simulated mean temperatures are 0.3–0.6�C warmer for the
present-day landscape over a large portion of the NJ coastal
plain, with additional increases in northeastern NJ, LI, and
southern CT. Most of this warming is generally consistent
with the expansion of urban surfaces in the New York City,
LI, northern NJ, and Philadelphia metro areas since the late

19th century (e.g., see Figure 4a). The warming that is also
evident over the inland coastal plain of southern NJ may be
due to some combination of deforestation (Figure 4c) and
urbanization, in addition to some potential changes in forest
composition. For example, the shallower rooting depths that
accompany a simulated increase in total pine forested area
in the Pine Barrens of central NJ effectively limits access to
deeper soil moisture; the enhanced stomatal resistance
contributes to these surface air temperature increases.
[44] In addition, there is a cooling of 0.1–0.2�C for the

present-day landscape within eastern PA and northwestern
NJ. This cooling has generally occurred over locations
where there was a conversion from agricultural and pas-
tureland to deciduous forest. The largest decreases in mean
temperature (i.e., the darker blue shaded contours in
Figure 7) resemble the locations of reforestation in Figure 4b.
[45] Considering that these differences reflect those tem-

perature changes between the mean atmospheres for our two
land cover cases, we evaluated the variability of the tem-
perature differences between individual ensemble members.
The temperature variation between these different member
combinations is, in general, lower than the respective
variation between our land cover data sets. This gives us
additional confidence that the simulated temperature change
that accompanies documented land cover change in our
model is, in fact, robust. Figure 8 also indicates that the
mean monthly temperature change between individual
members (for example, the 1 July atmosphere with pres-
ent-day land cover minus the 3 July atmosphere with
historical land cover, as shown in Figure 8b) are generally
similar to the corresponding temperature changes between
old and new land cover. Except for locations where there are
distinct spatial changes in rainfall (e.g., central NJ in Figure 8g),
we note that the temperature variation between different
ensemble combinations for a given area or land cover tends
to be smaller than the signal due to land cover change
between past and present.
[46] The land cover changes have also influenced the

simulated monthly mean daily maximum and minimum
temperatures (Figure 9). In general, the patterns match those

Table 3. Mean Monthly Comparison of Temperatures and Dew Points Between Model and Observationsa

Station

July Mean Temperatures

RMSE Temperatures

July Mean Dew Points

RMSE Dew PointsObserved Simulated Observed Simulated

EWR 27.1 24.4 3.69 17.6 16.0 2.92
TEB 27.1 24.4 3.56 17.3 16.0 3.01
TTN 26.8 26.3 2.83 16.9 16.0 2.66
PNE 27.4 26.5 2.93 19.1 15.7 4.06
LGA 27.5 22.7 5.15 17.5 16.0 2.87
ABE 26.0 27.5 3.00 15.9 15.9 2.48
SMQ 25.9 26.5 3.39 17.4 16.1 2.64
NYC 27.3 22.9 4.77 17.4 16.1 2.62
ACY 26.0 20.9 5.60 18.5 16.1 3.48
ILG 26.8 25.4 3.81 19.1 16.3 3.53
PHL 27.6 26.3 3.15 19.0 16.0 3.81
MIV 25.6 23.0 4.07 19.1 16.2 3.61
VAY 26.7 25.6 3.25 18.6 16.0 3.62
PTW 26.4 27.4 3.19 16.4 16.0 2.54
RDG 26.5 27.6 2.93 16.9 16.0 2.51
Regional average 26.7 25.2 3.69 17.8 16.0 3.09

aThis is a comparison of the mean monthly observed air and dew point temperatures with the corresponding model-simulated values along with the
respective RMSE for July 1999. The simulated air and dew point temperatures represent a mean layer average of the lowest 50 m of the model atmosphere.
All units are in degrees Celsius.
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for the mean temperatures, but with more pronounced
changes in the daily maximum temperature. In other words,
the present-day landscape seems to be associated with a
larger diurnal temperature range (DTR).
[47] This raises an interesting question: because urbaniza-

tion is a large driver of our simulated temperature changes,
why do we not see a decrease in DTR for the more urbanized,
present-day landscape? For example, Collatz et al. [2000]
and Kalnay and Cai [2003] suggest that the observed
decreases in DTR are consistent with urbanization. In a
physical sense, the urban heat island (UHI) phenomenon
results from the combination of distinct effects of the urban

environment on air temperatures. First, the urban landscape,
with its darker-colored roof structures and paving materials,
can absorb a greater percentage of available incoming short-
wave radiation compared to adjacent rural areas [Taha,
1997]. Simultaneously, the removal of vegetation shifts the
surface energy partitioning into more sensible and less latent
heat [Chagnon, 1992]. Both of these effects contribute to
elevated daytime surface air temperatures, and, as will be
discussed shortly, RAMS reproduces this expected behavior.
[48] In addition, however, the built-up areas have in-

creased mass and thus increased heat storage [Oke, 1982;
Grimmond and Oke, 1999]. Other effects, like anthropo-
genic energy releases [Oke, 1988] and air stagnation within
urban canyons, also contribute. Observed nocturnal temper-
atures within these areas tend to cool much more gradually
than they do within the less developed surroundings, often
leading to a relative reduction in the DTR over the city. At
this time, RAMS does not include these effects, resulting in
a likely underestimate of the increase in daily minimum
temperature in large urban regions of our model domain.
Future versions of the LEAF land surface model will likely
address some of these issues, for example, by including
urban canopy heating terms like Brown and Williams [1998]
and Voogt and Oke [1997], and assigning different rough-
ness heights for levels of the urban hierarchy (e.g., town,
city, metropolis). In addition, the vertical grid resolution of
the lowest atmospheric layer of our model (i.e., 50 m) is a
full order of magnitude lower than what Pielke et al. [2007]
suggest is needed to properly reproduce observed nighttime
temperature trends. Because nocturnal temperatures can be
particularly sensitive to boundary layer variables such as
wind speed, surface roughness, and soil heat capacity [Shi et
al., 2005], the lack of high vertical grid resolutions on the
order of 5 m or less can create additional uncertainties when
modeling near-surface nighttime temperatures [Pielke et al.,
2007]. As computing power increases, carrying out simu-
lations with a full urban model coupled to RAMS, and also
with a sufficiently high vertical grid resolution, is a prom-
ising avenue for future study.

Figure 6. The time series of (a) observed hourly July
surface air temperatures (black) and simulated temperatures
from the control run ensemble (solid red), in degrees
Celsius, and (b) observed July surface dew point tempera-
tures (black) and simulated dew point temperatures from the
control run ensemble (solid red), in degrees Celsius. In both
panels, the time series represents temperatures that are
averaged over the twelve noncoastal stations on grid 3. The
x axis represents the day of July. For each panel, the ±1.0
mean standard deviations of the individual ensemble
members, added to the respective simulated values and
also in degrees Celsius, are indicated by red dashed lines.

Figure 7. Mean monthly differences (present-day minus
historical land cover), for July, of hourly RAMS air
temperatures between the ensemble runs. The units are in
degrees Celsius.
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Figure 8. Mean monthly temperature differences, in degrees Celsius, between individual members of
the historical and present-day ensembles. Each member is denoted by its initial atmosphere followed by
an h for the run with historical land cover, and a p for the run with present-day land cover: (a) July1p
minus July1h; (b) July1p minus July3h; (c) July1p minus June29h; (d) July3p minus July1h; (e) July3p
minus July3h; (f) July3p minus June29h; (g) June29p minus July1h; (h) June29p minus July3h; and (i)
June29p minus June29h.
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[49] Figure 10 shows the monthly mean diurnal cycle of
surface air temperature differences for all land surfaces and
for the three LCC themes shown in Figure 4. Over all land
surfaces, the peak warming of about 0.2�C lasts from locally
late morning to early evening. These temperature differ-
ences decrease during the night to a minimum around
sunrise. For the grid cells that have experienced urbaniza-
tion (Figure 4a), the pattern is similar but with a much larger
signal, e.g., a peak afternoon increase for the present-day
landscape by about 0.7�C. Consistent with Figures 7 and 9,
the reforested grid cells (Figure 4b) show slightly cooler
temperatures throughout the day. Finally, the deforestation
patches (Figure 4c) show a similar pattern to the urbanized
areas, but with a slightly smaller amplitude.
3.3.2. Dew Point Temperatures
[50] Figure 11 shows the differences in mean July 1999

surface air dew point temperatures between our present-
day and historical ensembles. The dew point decreases of
0.3–0.6�C within central and southern NJ suggest that the
near-surface air over the present-day landscape is less
humid. Together with the simulated increase in surface
air temperatures, our first atmospheric model layer is
warmer and drier for the present-day landscape. By

contrast, in the reforested areas of the domain, dew points
are generally greater in the present-day ensemble.
[51] These general trends are consistent with the monthly

mean diurnal cycle of dew point differences (Figure 12).
Here, the grid cells where localized deforestation has
occurred have greater peak dew point decreases than the
urbanized grid cells (0.6�C compared to 0.4�C), in part
because of the compensating effect of the larger temper-
ature increases over present-day urban areas. The peak
increase over the reforested grid cells is about 0.3�C
during midafternoon.
[52] The dew point decreases between the individual

ensemble members are also spatially consistent with these
changes. When dew point differences were compared be-
tween various combinations of ensemble members, there
was a persistent (and pronounced) dew point decrease in
central and southern NJ. The overall pattern does increase
the confidence in our results, but variations in monthly
rainfall between the members can produce large spatial
differences in dew points. Nevertheless, we find that the
broad dew point changes that result from land cover change
are reasonably robust. For a given land cover data set,
monthly dew point values are all within 0.1–0.3�C for
individual ensemble members, and like temperature, the

Figure 8. (continued)
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standard deviations are slightly larger in magnitude for
those grid cells that have been converted to urban land
cover, while smaller standard deviations characterize the
grid cells that have become reforested.
3.3.3. Rainfall
[53] Figure 13a illustrates the mean spatial differences in

July rainfall totals for the period from 1200 UTC 3 July and
0400 UTC 1 August. The difference pattern is more or less
random across the model domain, with patchy decreases
and increases adjacent to each other. This suggests slight
shifts in the convective triggering regions rather than
systematic changes in rainfall. Consistent with this, the
domain-averaged hourly rainfall rates and timing of indi-
vidual rain events, as shown in Figure 13b, are similar in
both ensembles.
[54] Figure 13b also shows that, for a given land cover

data set, the domain-averaged +1.0 standard deviation
between the individual ensemble members, added to the

Figure 9. As in Figure 7 except for (a) daily maximum
near-surface air temperatures and (b) daily minimum near-
surface air temperatures. The units are in degrees Celsius.

Figure 10. The diurnally averaged monthly time series of
mean July near-surface air temperature differences (present-
day minus historical land cover), in degrees Celsius, for
those grid cells that have experienced a change in dominant
land cover resulting from urbanization (red), reforestation
(green), deforestation (yellow), and for all land points on
grid 3 (dashed black). The x axis represents the hour of
universal time.

Figure 11. As in Figure 7 except for near-surface dew
point temperatures. The units are in degrees Celsius. The
contour interval for this figure has a different range than
those of Figures 7–9.

Figure 12. As in Figure 10 except for near-surface dew
point temperatures.
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respective rainfall rate at each time step, can be quite large
during the times of convective events. Thus, the variation of
rainfall among the three ensemble members is approximately
as large in magnitude as the variation of rainfall between the
land cover cases. For instance, during the evening of 17 July,
the 29 June ensemble member simulated an intense con-
vective cell in which rainfall rates were 7.0 mm h�1 along
the NJ/NY state border. At the same time, although a
weaker (3.5 mm h�1) and smaller convective cell developed
in the 1 July ensemble member over the same region, there
was virtually no convection that developed in the 3 July
ensemble member around this location. These three runs
had the same present-day land cover. The large differences
in rainfall rates resulted in significant variations in total
rainfall among the ensemble members for a given convec-

tive event. While this suggests that the changes in monthly
rainfall amounts between our land cover cases are random
and not statistically significant, it also implies that the
changes in dew point temperatures between our ensembles
can be highly dependent upon these random spatial differ-
ences in rainfall.

3.4. Simulated Differences in the Surface Energy
Budget With Historical Versus Present-Day Landscapes

3.4.1. Surface Albedo
[55] The changes in RAMS-calculated net broadband

surface albedo between our present-day and historical
ensembles, as shown in Figure 14, are generally consistent
with the land cover changes we have described (see
section 3.1). Urbanization has produced a strong albedo
decrease in our model, which acts as a positive radiative
forcing on the surface energy budget. The urban class in
LEAF-2 was defined using an estimated broadband surface
albedo value of 0.15 which combines the albedos from both
residential and traditional urban land cover types into a
‘‘harmonized’’ value representative of a combination of
low-density residential, high-density residential, and urban
built-up and commercial surfaces [Pielke, 2002; Offerle et
al., 2003]. Jin et al. [2005] also reported that urban areas
have surface albedos that are lower than those of croplands
and deciduous forests during summer. As we have docu-
mented, the conversion of the predominant 19th-century
agricultural and forested landscape with urban areas resulted
in decreased albedos in these regions, as well as decreased
evapotranspiration (ET) rates due to reduced vegetation and
a lower LAI. The decreased albedo and ET rates contributed
to the well-defined urban warming that we have observed in
our present-day simulations.
[56] Conversely, for reforested areas, the increases in

albedo imply a negative radiative forcing that contributes
to the cooling of the present-day landscape. For instance,
the pine forested region that historically dominated parts of
coastal central NJ has likely trended toward a combination
of deciduous broadleaf forest and mixed forest during the
20th century. Further to the north, within a broad region that
includes central and south-central NJ, similar net albedo
increases probably resulted from an increased deciduous
component of the forest in addition to isolated increases in
agricultural row crops and pastureland. The albedo
increases are consistent with these land cover changes.
[57] This particularly fragmented albedo difference pat-

tern characterizing this area of NJ is also associated with
landscape heterogeneity due to a combination of land cover
changes, including forest regrowth, isolated deforestation,
limited agricultural expansion, and urbanization. Because
increased fragmentation of the land surface can affect
convection initiation and other land-atmosphere interac-
tions, we examine the atmospheric effects of increased land
surface heterogeneity in greater detail in our companion
paper.
[58] While urban surfaces in our model have a lower

albedo (0.15) compared with many vegetation types we
have used in this study, including agriculture and pasture-
land (0.18) and deciduous forest (0.20), the urban land
cover class in LEAF-2 also has a reduced vegetative
component that results in a drier surface layer. Sensible
heating is thus strong in the daytime, leading to pronounced

Figure 13. (a) Monthly mean differences (present-day
minus historical land cover) in cumulative rainfall totals, in
mm, extracted from the final time of the ensembles, at
0400 UTC 1 August, and (b) the domain-averaged monthly
time series of mean rainfall intensity differences, in mm h�1,
of the ensemble with historical land cover (solid green) and
with present-day land cover (solid red). The time series of the
+1.0 mean standard deviations of hourly rainfall rates, added
to the respective mean ensemble values and in mm h�1, are
indicated by the dashed lines. The historical standard
deviation is represented by the green dashed line, and the
present-day standard deviation is represented by the red
dashed line.

D10107 WICHANSKY ET AL.: EVALUATING EFFECTS OF LAND COVER CHANGE

16 of 25

D10107



increases in maximum urban temperatures. These albedos,
however, are not relevant during the nighttime hours, and
with no representation of anthropogenic heat sources in
LEAF-2, modeled nocturnal minimum temperatures are
lower than observed values.
[59] The apparent surface albedo increases in central NJ

demonstrate that land use practices can alter the radiative
energy balance. As we show in the following sections, the
removal of the forest canopy shifts the radiative partitioning
toward sensible heat flux that warms the overlying air.
While the radiative energy balance on local and regional
scales can be modified by changes in albedo, it is the
changes to the surface thermal and moisture characteristics
resulting from LULCC, in this case deforestation, that can
alter the partitioning of net shortwave radiation between
sensible and latent heat flux.
3.4.2. Surface Heat Fluxes
[60] We consider the energy balance of the surface,

defined here to consist of the top layer of soil (5 cm thick
in this study), vegetation, and the air within the depth of the
vegetation. The net sensible and latent flux leaving this
surface is given by:

QN ¼ QH þ QE þ QG ð1Þ

where QH is the turbulent sensible heat flux to the
atmosphere, QE the turbulent latent heat flux to the
atmosphere, and QG the sensible heat flux to deeper soil
layers. The fluxQG is a relatively small percentage, generally
10% or less, of QN when averaged over a diurnal cycle
[Sellers et al., 1997], so it is considered negligible in this
analysis.
[61] The net radiative flux received at the land surface RN

is defined by:

RN ¼ RSW# � RSW" þ RLW# � RLW" ð2Þ

where RSW# and RLW# are the downward shortwave and
longwave radiative flux components, respectively, that are

incident on the land surface; RSW" is the reflected flux of
shortwave radiation; and RLW" is the upward flux of
longwave terrestrial radiation. To further simplify our
discussion, we define RSW (note the absence of an arrow
in the subscript) as the difference between the incoming and
reflected fluxes of solar radiation, and likewise, RLW as the
difference between the downward flux of longwave
radiation and the terrestrial flux emitted by the surface to
the atmosphere. Equation (2) shows that the sum of RSW and
RLW is equivalent to the total net radiation received at the
land surface.
[62] Mean monthly differences in sensible and latent heat

fluxes are shown in Figure 15. Figure 15a indicates that QH

has increased by 10–30 Wm�2 within the areas where mean
temperatures have warmed in our present-day ensemble.
However, QE has decreased over the present-day landscape
in these same regions, as shown in Figure 14b. The monthly
area-averaged trends of these fluxes (not shown) show an
overall increase inQHwith a decrease inQE. In fact, between
3 July and 31 July, the mean area-averaged daily QH in both
ensembles increased by about 65 W m�2 (i.e., an estimated
105% increase), as the daily area-averaged QE sharply
declined by 80 W m�2 but remained positive at the end of
the month (i.e., an estimated 65% decrease). These general
trends match up reasonably well for those grid cells where
urbanization and localized deforestation have occurred. The
enhanced QH is also consistent with the lack of significant
monthly regional rainfall totals simulated by our model.
[63] The mean diurnal cycle of heat flux differences for

each of our LCC themes are shown in Figure 16. We
supplement Figure 16 with Table 4, which lists the monthly
mean percentage change in each of the heat and radiative
flux components at 1800 UTC local time (i.e., close to the
time of maximum surface heating), together with the
respective percentage changes in QN and RN. These per-
centage changes, however, do not represent absolute
changes in W m�2.
[64] Over all present-day land surfaces, there has been

minimal change in the intensity of these heat fluxes over the

Figure 14. As in Figure 7 except for model-calculated net surface broadband albedo.
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diurnal cycle, aside from a small positive increase in QN

during the afternoon (3.6%). The conversion to urban land
cover produces a large change in these heat fluxes. QH

increases over the present-day urban landscape by an
estimated 25% during the early afternoon with a reduction
of QE by 24% (see Figures 16a and 16b). These changes are
consistent with the decreases in surface albedo we have
described earlier (Figure 14). We also note that Adegoke and
Gallo [2006] produced similar trends in QH and QE with
their LULCC sensitivity study of the urban Baltimore-
Washington DC area. Reforestation, however, produces
the opposite effect, decreasing QH while increasing QE.
Figure 16c shows that upward turbulent energy flux over
these reforested areas can increase by 30 W m�2 for the
present-day landscape. This is very similar to the peak
increases over present-day urban regions, but unlike the
urbanization LCC, the contribution is due to enhanced latent
heating.
[65] For our localized deforestation patches, the peak

increase in QH during the afternoon is very close in
magnitude to the increase over urbanized areas. However,
because of the sharper decline in QE over these deforested
grid cells, the change in QN becomes weakly negative
during the time of maximum surface heating (Figure 16c).

Figure 15. As in Figure 7 except for (a) surface
sensible heat flux and (b) surface latent heat flux. The
units are in W m�2.

Figure 16. The diurnally averaged monthly time series of
differences (present-day minus historical land cover) in (a)
surface sensible heat flux, (b) latent heat flux (b), and (c) net
sensible and latent heat flux, for those grid cells that have
experienced a change in dominant land cover resulting from
urbanization (red), reforestation (green), deforestation
(yellow), and for all land points on grid 3 (dashed black).
The units in all panels are in W m�2.
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This decrease in QN does not necessarily imply that the
present-day ensemble atmosphere would be cooler, because
horizontal and vertical advective and turbulent heat mixing
within the atmosphere, as well as direct radiative heating of
the atmosphere, are other pathways that can also warm or
cool air temperatures.
3.4.3. Surface Radiative Fluxes
[66] Mean monthly differences in RSW, as shown in

Figure 17a, suggest that the present-day landscape has
received, in general, about 4–10 W m�2 more net short-
wave radiative flux compared to the historical landscape.
These changes are also positive for nearly the entire state of
NJ. The increases in RSW for the present-day landscape
imply that more sunlight reaches the surface, especially
within urban locations in NY and NJ. These are areas that
have experienced strong albedo decreases, enhanced warm-
ing of air temperatures, and modest dew point declines.
[67] There are even stronger increases in RSW over some

isolated areas of southern NJ in the same locations where
our land cover data sets suggest a conversion from mixed
forest to pine forest. In this region centered on 39.7�N and
74.6�W, the resulting forest species change allows 10–
16 W m�2 more net shortwave radiation to be received by
the land surface in our present-day ensemble. There is also
an accompanying 0.4–0.8�C warming of present-day soil
temperatures within this same region (for the four soil layers
above a 30 cm depth), with smaller temperature increases
still evident within deeper soil layers.
[68] Conversely, for those areas of eastern PA that have

become reforested, RSW has decreased by 4–6 W m�2 with
stronger radiative decreases over some of the more densely
reforested areas. The conversion from agricultural and
pastureland to deciduous forest in these regions has
increased the LEAF-2 surface albedo from 0.18 to 0.20
while also enhancing ET rates due to greater rooting
depths. This is consistent with the 0.8–1.0�C cooling of
the four topmost soil layers in these regions in our
present-day ensemble (not shown). In our companion
paper, we investigate the physical mechanisms in RAMS,
such as enhanced cloudiness and/or increased atmospheric
water vapor content, which are likely associated with these
RSW decreases.
[69] The mean monthly differences in RLW between our

simulations are shown in Figure 17b and in Table 4.
Figure 17b reveals little, if any, variation in RLW that
results from urbanization. The significant changes in RLW

appear to be related to changes in forest cover or compo-
sition. If the present-day landscape becomes reforested,

which has occurred in the northern and western sections of
our domain, RLW generally increases. However, if the land
cover changes trend toward an increased deciduousness, as
in central and southern NJ, RLW declines.
[70] The differences in RLW between our ensembles can

also be induced by a combination of changes to the land
surface and the atmosphere, which can, in effect, modulate
the upward and downward fluxes of longwave radiation.
These differences in RLW" are generally consistent with the
changes in surface temperatures between our ensembles
and also differences between model emissivity values that
can occur because of historical land cover shifts within a
grid cell. The differences in RLW# are, however, due solely
to changes in atmospheric conditions, such as differences
in cloudiness, air temperature, or air humidity. The mod-
eled decreases in RLW# are particularly evident near the
central NJ coast where daily maximum temperatures over
land have warmed by 1.0�C and surface air humidity
fractions have also declined by 0.03. In effect, the change
in RLW" is amplified relative to the changes in RLW#,
suggesting that the change in surface conditions has a
more significant influence on longwave radiative flux than
the change in atmospheric conditions that result from land
cover change.

Table 4. Monthly Mean Percentage Change in Surface Heat and

Radiative Flux Componentsa

QH QE QN RSW RLW RN

All land points 1.2 7.5 3.6 0.3 1.8 0.8
Urbanization 25.4 �24.7 5.2 2.4 2.4 3.5
Reforestation �19.8 63.4 5.0 �0.4 8.1 1.5
Deforestation 29.6 �25.6 �0.8 1.5 �4.6 0.8

aThese values represent the monthly mean percentage change (i.e.,
present-day land cover minus historical land cover), both for all land points
and for each of the land cover conversions, in the surface heat and radiative
flux components. These percentages are relative to 100%, and are each
valid at 1800 UTC local time.

Figure 17. As in Figure 7 except for (a) net downward
shortwave radiative flux and (b) net downward longwave
radiative flux. The units are in W m�2.
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[71] The mean diurnally averaged changes in RSW and
RLW for each of our LCC themes are shown in Figures 18a
and 18b, respectively, with the trends in total radiative flux
RN summarized in Figure 18c. While the conversion to

urban land cover has produced relatively strong increases in
RSW during the morning hours following sunrise, there were
little, if any, diurnal changes in RLW in our simulations. As a
result, the diurnal increases in RN (maximizing at 25 Wm�2)
within urban areas resembled the corresponding trend in
RSW. The urbanization and deforestation LCCs also have
relatively similar diurnal increases in RSW.
[72] Throughout this paper, we have described the ways

in which historical land cover change can modify the
properties of the land surface, consequently altering the
key components of the surface energy balance that control
processes at the land surface-atmospheric boundary. Urban-
ization has significantly warmed the land surface via strong
decreases in albedo and increases in net shortwave radia-
tion, both of which may have enhanced sensible heat flux
by as much as 25% by early afternoon. However, refores-
tation (i.e., the conversion of agricultural and pastureland to
deciduous forest) has generally increased surface albedo and
reduced net incoming shortwave radiation, enhanced ET
rates, and cooled surface air temperatures. The surface
energy budget has also been strongly influenced by the
potential changes in forest composition within central and
southern NJ, where an increase in forest deciduousness,
combined with isolated increases in agricultural and pas-
tureland, may have enhanced surface albedo and decreased
net shortwave and net downward longwave radiative flux.
Over deforested regions, the repartitioning toward sensible
heat flux with reduced ET rates has likely warmed daytime
air temperatures and decreased dew points.

4. Conclusions

[73] We have performed a sensitivity experiment which
complements recent LULCC studies such as those by Pielke
et al. [1999], Mölders [2000], Marshall et al. [2004a,
2004b], and Schneider et al. [2004]. Each of these studies
used mesoscale models and sensitivity analysis to quantify
the potential effects of land use change on regional weather
and climate. In our study, we have documented the change
in land cover within NJ and its surrounding states from a
predominantly agrarian landscape to a heterogeneous mo-
saic of forests, farms, fields, and urban areas over a roughly
century-long time period.
[74] These land cover changes can be categorized

according to three trends that have occurred since the
late 19th century: urbanization, reforestation, and isolated
deforestation. Urbanization has occurred in areas of cen-
tral and northeastern NJ, LI, and in southeastern PA, and
has been generally associated with the loss of prime
agricultural land and an expansion of impervious surfaces.
Further to the north and west, from southeastern PA into
northern NJ, the abandonment of 19th-century agricultural
land use practices, combined with selective timber har-
vesting, has likely led to a broad reforestation of this
region. In addition, localized deforestation has also oc-
curred in southern NJ and LI. Accompanying all these
conversions, the regional landscape has become increas-
ingly fragmented and spatially heterogeneous.
[75] The historical and present-day landscape reconstruc-

tions that document these trends were used in the RAMS
model, at a grid cell size of 2 km, to evaluate the sensitivity
of changes in land cover on its weather and climate for July

Figure 18. As in Figure 16 except for the differences in
(a) net downward shortwave radiative flux, (b) net downward
longwave radiative flux, and (c) total net radiative flux
received by the surface. The units in all panels are in W m�2.
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1999 drought conditions. Ensembles of three simulations
each were carried out for both the historical and present-day
land cover conditions. For the present-day landscape, many
regions that have experienced urbanization or deforestation
have higher surface air temperatures combined with lower
dew points in our model, suggesting warmer and drier near-
surface air. Potential shifts in forest composition and rainfall
differences may also have contributed to the dew point
declines. The diurnal cycle of surface air temperature and
dew point differences between our present-day and histor-
ical simulations are consistent with these trends. Differences
between the individual ensemble members are, in general,
similar to those between the ensemble means, though the
use of ensembles helps to smooth the variability associated
with convective rainfall that can have pronounced effects on
surface temperature, dew point, and surface heat and radi-
ative fluxes.
[76] Daytime maximum temperatures over the present-

day urban landscape also increased considerably more than
nighttime minimum temperatures in our simulations, sug-
gesting an enhanced DTR. The warming of nighttime
minimum temperatures within these present-day urban areas
was likely underestimated in RAMS because the LEAF-2
parameterization does not yet account for the increased
thermal and radiative properties of urban surfaces that
contribute to anthropogenic energy storage and release.
Future versions of LEAF-2 will likely include this effect.
[77] The responses of air and dew point temperatures

suggest that land cover type can significantly modulate
surface albedo and other key components of the land surface
energy budget. Surface albedos have significantly declined in
present-day urban regions. However, within central and
southern NJ, the large patchy increases and decreases in
surface albedo are due primarily to an overall increased
deciduousness of its land cover in combination with local
changes in forest composition, the regeneration of vegetation
associated with disturbance, isolated patches of increased
agricultural and pastureland, and forested wetlands change.
Together, these conversions within a small region have
increasingly fragmented the 19th-century landscape and
imply that the present-day surface energy budget is more
heterogeneous.
[78] These albedo changes also modify the partitioning of

radiative energy into sensible and latent heat fluxes, which
can directly affect air temperature increases or decreases.
Sensible heat flux has increased where the present-day
landscape has warmed. The present-day landscape receives
more net shortwave radiation compared to the historical
landscape, a trend that is consistent for nearly the entire
state of NJ. Over reforested areas, net longwave fluxes have
noticeably increased, with the largest increases during the
afternoon hours. In addition, our study suggests that a
change in land cover type, and the associated change in
surface properties, has a more significant influence on net
longwave radiative fluxes than does the corresponding
change in atmospheric conditions that results from land
cover change.
[79] The landscape change that we have observed over

historical time is expected to continue and even accelerate
into the future, driven primarily by the effects of a rapidly
growing world population and the anthropogenic pressures
exerted on natural environmental and ecological systems.

The northeastern U.S., in particular, was a very rapidly
growing region of the world during the time period of this
study (i.e., 20th century), and we have documented the
extensive shifts from a predominantly agricultural landscape
to a highly urban one within a relatively short time period.
Our climate sensitivity analysis, even with the lack of an
interactive urban model (which likely make our results a
conservative estimate of the effects of LULCC on climate in
this region), suggests that historical LULCC has the poten-
tial to modify surface properties with pronounced impacts
on weather and climate, perhaps similar in magnitude
regionally to those associated with increasing greenhouse
gas concentrations [Intergovernmental Panel on Climate
Change, 2007]. These findings are consistent with recent
suggestions that assessing the full anthropogenic impact on
the climate system will require expanded definitions of what
constitutes ‘‘climate forcing’’ [National Research Council,
2005].
[80] On the basis of an extrapolation of the land cover

trends identified in our study, what are some of the changes
that we could anticipate in this region, perhaps 100 years
from now? As a broad estimate, we expect urbanization to
continue to expand outward from the two large metropolitan
areas, consuming even more agricultural and pastureland
within NJ and its adjacent states. We also expect reforesta-
tion rates to drop, as any abandoned agricultural land is
more likely in the future to be converted to urban and
commercial use. Deforestation rates and wetlands losses
may decline, because of the continued enforcement of strict
environmental laws and wetlands preservation. In light of
these possible changes and the results of our simulations,
we can anticipate that the future landscape will likely be
warmer and drier than today.

Appendix A: Supplementary Information for
Land Cover Reconstructions

A1. COOK Map Series

[81] The Cook map series has detailed land cover classes
for the forests and wetlands within the state of NJ, as shown
in Table 1. However, the map legend was incomplete and
required some interpretation of forest types that were not
explicitly identified. We interpreted regions of southern NJ
that were depicted with asterisk-shaped symbols to be
evergreen needleleaf forest, since these same symbols
located within wetlands were clearly labeled as pine
swamps. There were other, also apparently forested, areas
with numerous cloud-shaped symbols that resembled the
crown of a broadleaf deciduous tree; we interpreted these
symbols as a deciduous forest cover type. Where these two
symbols were numerous and evenly distributed, we as-
sumed a mixed forest of evergreen and deciduous trees.
The locations of deciduous, evergreen, and mixed forest
types as we identified them are generally consistent with the
distribution of these same forest types on a potential natural
vegetation map for this region [Kuchler, 1964]. In addition,
the general locations of the forests also correspond to those
of present-day forest types as determined from recent Land-
sat imagery [Vogelmann et al., 2001].
[82] We used a three-step process to determine the frac-

tional percentages of other historical land cover categories
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that were not explicitly mapped, including urban areas,
pastureland, and mixed agricultural regions. First, we inter-
preted the extent of urban areas within NJ, and surrounding
cities, such as New York and Philadelphia, from the
coverage and density of the full road and rail network
delineated on each map. Second, we interpreted a map
symbol that resembled a few vertical blades of grass as
pastureland or open areas dominated by grasses. Some of
these areas closely correspond with the distribution of
present-day pastureland. Finally, mixed agricultural land
was then estimated on the basis of residual fractional
percentages within each grid cell once all other types were
identified, a reasonable assumption because agriculture is
known to have been a dominant land cover type in
19th-century NJ. The validity of this approach was demon-
strated by the favorable comparison between our derived
estimates and the large fractional percentages of improved
agriculture in many NJ counties as documented in the 1880
U.S. Census, as well as from personal communications with
county historical commissions across the state. To minimize
potential uncertainty, we took the additional step of merging
the mixed agriculture and pastureland data for each grid cell
and averaging their respective biophysical properties (e.g.,
surface albedo, roughness, displacement heights) in our land
surface model. The merging of these two land cover types is
reasonable because their biophysical properties tend to be
very similar during the growing season, especially relative to
the biophysical properties of the other land cover classes we
have used in this study.

A2. The 1880 U.S. Census Data

[83] We applied some adjustments and reconciliations to
the census-based reconstruction based upon what is known
about 19th-century land cover in the states surrounding NJ.
The ‘‘other’’ nonfarmland category, by default, was as-
sumed to correspond primarily to urban regions, because it
was most commonly associated with the locations of
known villages and cities. However, in some cases, we
assigned a different land cover class where urban land
cover was not reasonably consistent with known historical
land use. For example, the original forests that covered
parts of eastern PA and NY were repeatedly cleared or
logged throughout most of the 1800s to support the demand
for wood products for the lumber, fuel for heating, char-
coal, and agriculture industries [Dowhan et al., 1997]. By
the late 19th century, the barren landscape had regenerated
to short scrub oak with a mixed forest component. Since
many of the grid cells with this ‘‘other’’ land cover class
also covered a small fraction of total grid area, generally
10% or less, we reclassified the ‘‘other’’ land cover type
within these cells to either deciduous forest or mixed
agricultural land in the census data set. Similar land cover
adjustments were necessary within the eastern half of LI, in
DE, and throughout CT.

Appendix B: Modifications to Land Cover Types
in LEAF-2

[84] When preparing our surface data sets, we made two
modifications to the land cover types in LEAF-2. First, to
account for the regrowth of 19th- and 20th-century mixed
forests that have occurred in the eastern U.S., we lowered

the displacement height for the LEAF-2 mixed forest class
by 5.0 m in both land cover data sets. This helped to
maintain continuity with the displacement height of the
evergreen forests that characterize the Pine Barrens, which
are scattered among the mixed forests of southern NJ. The
15.0 m displacement height that we have assigned in LEAF-2
to the mixed forest class is consistent with the 11.0–15.0 m
canopies of the pine-oak forests that are predominant in this
region [McCormick and Jones, 1973].
[85] Since the forested wetlands of NJ are also generally

located in the Pine Barrens, we specified this land cover
type in LEAF-2 to be a mixture of 50% deciduous shrub
and 50% of our modified mixed forest [Dowhan et al.,
1997]. This characterization is consistent with the lowland
vegetation of the region, as McCormick [1979] and Olsson
[1979] noted that the forests within these wetlands are
usually interspersed among understory shrubs of red maple,
scrub oaks, and other broadleaf species. The initial soil water
content for these forested wetlands (and for nonforested
wetlands as well) was initialized in LEAF-2 as fully satu-
rated for all soil layers below a depth of 10 cm, and with 85%
and 88% of full saturation (	0.38 m3 m�3 volumetric
soil water content for the silt clay loam soil type used
here) at the two topsoil layers (from the surface to a
depth of 10 cm), with no standing water above the
ground surface. This vertical profile of soil wetness
reasonably describes the mean hydrology of the forested
and nonforested wetlands of NJ during the warm season
with little, if any, widespread aboveground inundation
[McCormick, 1979]. We used the same initial wetland
soil moisture conditions for both the historical and
present-day simulations, which assumes that the depth of
the groundwater table was the same in both periods,
although empirical observations have suggested that this
might not be true [Epstein, 2003; M. N. Demitroff, personal
communication, 2004].
[86] Although there was also no change in the LEAF-2

rooting depth for the same tree species between the histor-
ical and present-day data sets, we noted differences in the
rooting depth by tree species. The trees within deciduous
and mixed forests in LEAF-2 had mean rooting depths of
200 cm, while the trees within evergreen forests had
shallower rooting depths of 150 cm [McQuilkin, 1935;
Little and Garrett, 1990]. Since observational studies like
Rowe and Reimann [1961] found that vegetative rooting
depth and other factors can influence evapotranspiration
(ET) rates, we may expect a change in forest composition
between the late 19th and 20th centuries in a given region to
have concomitant effects on surface air and dew point
temperatures.
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